
Roots of EquationsRoots of Equations
Chapter 5

f(x) is given

f(x )=0  x ?f(xr) 0   xr=? 
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Roots of EquationsRoots of Equations
Chapter 5

•Roots of a quadric equation:q q
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•But how to find the roots of:

a2

But how to find the roots of:
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?0sin ==+ xxx
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Nonlinear Equation 
Solvers

Bracketing Graphical Open MethodsBracketing Graphical Open Methods

Bisection
False Position 
(Regula-Falsi)

Newton Raphson

Secant

•Bracketing Methods (Need two initial estimates that will bracket the 
root Always converge )root. Always converge.)

•Bisection Method
•False-Position Method

•Open Methods (Need one or two initial estimates. May diverge.)
•Simple One-Point Iteration

3
•Newton-Raphson Method (Needs the derivative of the function.) 
•Secant method



Graphical Methodsp

T i iti l f th t
MATLAB code:

0 0 01 20• Two initial guesses for the root 
are required. These guesses 
must “bracket” or be on either 
id f th t

c=0:0.01:20;
f=(9.81*68.1./c).*(1-exp(-
10*c./68.1))-40;
l t( f)side of the root.

• If one root of a real and

plot(c,f)
grid

If one root of a real and 
continuous function, f(x)=0, is 
bounded by values x=xl, x =xu
thenthen 
f(xl)×f(xu) <0. (The function changes 
sign on opposite sides of the root at least 
one time)one time)
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General Idea of Bracketing MethodsGeneral Idea of Bracketing Methods

Case 1: If f(x )*f(x )<0 then there are odd number of rootsCase 1: If f(xL) f(xu)<0, then there are odd number of roots



Case 2: If f(xL)*f(xu)>0, then there are: 
i) even number of roots, ii) no roots

Violations: i) multiple roots  ii) discontinuitiesV o at o s: i) u t p e oots ii) d sco t u t es
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Several roots example
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The Bisection MethodThe Bisection Method
For the arbitrary equation of one variable f(x)=0For the arbitrary equation of one variable, f(x)=0
1. Pick xl and xu such that they bound the root of 

interest, check if f(xl).f(xu) <0.

2 E i h b l i f[( )/2]2. Estimate the root by evaluating f[(xl+xu)/2].

3 Fi d th i3. Find the pair 
• If f(xl). f[(xl+xu)/2]<0, root lies in the lower interval, 

then xu=(xl+xu)/2 and go to step 2.
• If f(xl). f[(xl+xu)/2]>0, root lies in the upper interval, 
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( l) [( l u) ] , pp ,
then xl= [(xl+xu)/2, go to step 2.



If f( ) f[( + )/2] 0 th t i ( + )/2• If f(xl). f[(xl+xu)/2]=0, then root is (xl+xu)/2 
and terminate.

4. Compare εs with εa 2
l u

l

a

x xx

x x
ε

+−
=

+
2

              

l ux x

or

+

Remember:

2
l u

u

a

x xx

x x
ε

+−
=

+d f d l

5 If ε < ε stop
2

l ux x+see Fig 5.8 and 5.9 for details

5. If εa< εs, stop. 
Otherwise repeat the process.

10
where εs is the prespecified stopping criterion
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Evaluation of the Bisection MethodEvaluation of the Bisection Method

Advantages
• Easy

Disadvantages
• Slowy

• Always find root
• Number of iterations

• Know xl=a and xu=b 
that bound root• Number of iterations 

required to attain an 
absolute error can be

that bound root
• Multiple roots

N t i t k fabsolute error can be 
computed a priori. 

• No account is taken of 
f(xl) and f(xu), if f(xl) is 
l t it i lik lcloser to zero, it is likely 

that root is closer to xl .
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How many iterations will it take?How many iterations will it take?

• Length of the first interval Lo=b-a
• After 1 iteration L1=L /2After 1 iteration L1 Lo/2
• After 2 iterations L2=Lo/4

• After k iterations L =L /2k• After k iterations Lk Lo/2

2 2log log  o
a s

s s

L b ak for ε ε
ε ε

   −= = ≤   
   
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Ex: How many iterations needed in Bisection 
h d f h b l i d f hmethod for the absolute magnitude of the error 

to be less than 10-4 for a Lo=2.

2 2log logoL b ak for ε ε
   −= = ≤   2 2log log  a s

s s

k for ε ε
ε ε

≤   
   

k 1k=15
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Homework:Homework:

Pseudocode for the Bisection algorithm is 
given in Figure 5.11 (pp.134) in our textbook.g g (pp )

W i h MATLAB d f hi d dWrite the MATLAB code for this pseudocode.
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The False Position MethodThe False-Position Method
• If a real root is 

bounded by xl and x ofbounded by xl and xu of 
f(x)=0, then we can 
approximate the 
solution by doing asolution by doing a 
linear interpolation 
between the points [xl, 
f(xl)] and [xu, f(xu)] to f( l)] [ u, f( u)]
find the xr value such 
that l(xr)=0, l(x) is the 
linear approximation pp
of f(x).
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False Position Method ProcedureFalse Position Method Procedure
1. Find a pair of values of x, xl and xu such that p , l u

fl=f(xl) <0 and fu=f(xu) >0.
2 Estimate the value of the root from the2. Estimate the value of the root from the 

following formula (Refer to Box 5.1 pp136)

luul
r ff

fxfxx
−
−=

and evaluate f(xr).

lu ff

f( r)
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3. Use the new point to replace one of the 
original points, keeping the two points on 
opposite sides of the x axis.

If f(xr)<0 then xl=xr == > fl=f(xr)

If f(xr)>0 then xu=xr == > fu=f(xr)

If f(x )=0 then you have found the root andIf f(xr)=0 then you have found the root and 
need go no further!
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4 See if the new x and x are close enough for4. See if the new xl and xu are close enough for 
convergence to be declared. If they are not go back 
to step 2to step 2.

• Why this method?
– Faster
– Always converges for a single root.

See Sec.5.3.1, Pitfalls of the False-Position Method
Note: Always check by substituting estimated root in theNote: Always check by substituting estimated root in the 
original equation to determine whether f(xr) ≈ 0.
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Finalizing bracketing methodsFinalizing bracketing methods
A plot of the function is always helpful.

to determine the number of all roots if there are anyto determine the number of all roots, if there are any.
to determine whether the roots are multiple or not.
to determine whether to method converges to the desired root.
to determine the initial guesses.

Incremental search technique can be used to determine the initial q
guesses.
Start from one end of the region of interest.
Evaluate the function at specified intervalsEvaluate the function at specified intervals.
If the sign of the function changes, than there is a root in that interval.
Select your intervals small, otherwise you may miss some of the y , y y
roots.But if they are too small, incremental search might become too 
costly.
Incremental search just by itself can be used as a root findingIncremental search, just by itself, can be used as a root finding 
technique with very small intervals (not efficient).



Open Methodsp
Chapter 6

• Open methods are based on 
formulas that require only a 
single starting value of x orsingle starting value of x or 
two starting values that do 
not necessarily bracket the 

t A h throot. As such, they 
sometimes diverge or move 
away from the true root but, y ,
when the open methods 
converge, they usually do 
so much more quickly thanso much more quickly than 
the bracketing methods.

21Figure 6.1. Graphical depiction of the fundamental difference between the 
(a) bracketing and (b) and (c) open methods for root location.



Simple Fixed point IterationSimple Fixed-point Iteration
R h f i h i h l f•Rearrange the function so that x is on the left 

side of the equation:

( ) 0 ( )f x g x x=  =

1( )  given,  1, 2, ...k k ox g x x k−= =
Thi t f ti b li h d•This transformation can be accomplished 

either by algebraic manipulation or by simply 
adding x to both sides of the original 
equation.
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2 2 2

Example:
2 2 2( ) 2  2    ( ) 2

                       ( ) 2

f x x x x x g x x

or g x x

= − −  = −  = −

= +

1.

( )
2                       ( ) 1

g

or g x
x

= +

( ) sin sin ( ) sin

x

f x x x x x g x x x=  = +  = +2 ( ) sin     sin     ( ) sinf x x x x x g x x x=  = +  = +2.
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Simple Fixed point IterationSimple Fixed-point Iteration

• Start with an initial guess x0

C l l t ti t f th t i ( )• Calculate a new estimate for the root using x1= g(x0)

• Iterate like this General formula is x = g(x )• Iterate like this. General formula is xi+1= g(xi)

C if | ꞌ( )|<1 i th i f i t t• Converges if |gꞌ(x)|<1 in the region of interest.
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Example:
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Homework:Homework:
Use MATLAB to Use to
implement the fixed 
point iteration 
method whose 
pseudocode is given 
herehere.
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Newton Raphson MethodNewton-Raphson Method

• Most widely used method.
• Based on Taylor series expansion:y p

2
3

1( ) ( ) ( ) ( )
2!i i i i
xf x f x f x x f x O x+

Δ′ ′′= + Δ + + Δ

1 1

2!
The root is the value of  when ( ) 0i ix f x+ + =

1

Rearranging,
0 ( )i i i if(x ) f (x ) x x+′= + −

Solve for

1

1

( )
( )
( )

i i i i

i
i i

f( ) f ( )
f xx x
f x

+

+ = −
′ Newton-Raphson formula
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• A convenient method for 
functions whosefunctions whose 
derivatives can be 
evaluated analytically Itevaluated analytically. It 
may not be convenient 
for functions whosefor functions whose 
derivatives cannot be 
evaluated analyticallyevaluated analytically.
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•Although the Newton-
Raphson method is often veryRaphson method is often very 
efficient, there are situations 
where it performs poorly.
Examples: (a) an inflection 
point [that is, f ꞌꞌ(x)=0] occurs 
i th i i it f tin the vicinity of a root, 
(b) may tend to oscillate 
around a local maximum oraround a local maximum or 
minimum,
(c) initial guess that is close to 
one root can jump to a location 
several roots away,
(d) a ero slope [ f ꞌ( ) 0] is(d) a zero slope [ f ꞌ(x)=0] is 
truly a disaster because it 
causes division by zero in the

30

causes division by zero in the 
Newton-Raphson formula.



Homework: Try the following MATLAB code (an implementation of the 
Newton Raphson method) to find the roots of some functionsNewton-Raphson method) to find the roots of some functions.
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The Secant MethodThe Secant Method
• A slight variation of Newton’s method for g

functions whose derivatives are difficult to 
evaluate. For these cases the derivative can be 
approximated by a backward finite divided 
difference.

1 1( ) ( ) ( ) ( )( ) i i i if x f x f x f xf − −′ 1 1

1 1

( ) ( ) ( ) ( )( ) i i i i
i

i i i i

f f f ff x
x x x x
− −

− −

′ ≅ =
− −

1
1

1

( ) 1,2,3,
( ) ( )

i i
i i i

i i

x xx x f x i
f x f x

−
+

−= − =
−


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• Requires two initial q
estimates of x , e.g,  xo, 
x1. However, because 
f(x) is not required to 
change signs between 
estimates it is notestimates, it is not 
classified as a 
“bracketing” method.g

• The secant method has 
the same properties asthe same properties as 
Newton’s method. 
Convergence is not 
guaranteed for all xo, f(x).
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Example:
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Although the secant method mayAlthough the secant method may 
be divergent, when it converges it 
usually does so at a quicker rate y q
than the false-position method. 
This figure demonstrates the 
superiority of the secant method 
in this regard. 
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Brent’s MethodBrent s Method
• The general idea behind the Brent’s root finding method is 

whenever possible to use one of the quick open methods. In 
the event that these generate an unacceptable result (i e a rootthe event that these generate an unacceptable result (i.e., a root 
estimate that falls outside the bracket), the algorithm reverts to 
the more conservative bisection method. 

• Although bisection may be slower, it generates an estimate 
guaranteed to fall within the bracket. This process is then 
repeated until the root is located to within an acceptable 
tolerance. As might be expected, bisection typically dominates 
t fi t b t th t i h d th t h i hift t that first but as the root is approached, the technique shifts to the 

faster open methods.
(See Fig 6 12 on pp 165)(See Fig.6.12 on pp 165)
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Homework: Try fzero command for different functions.
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Multiple RootsMultiple Roots
A multiple root corresponds to a point where a function is p p p
tangent to the x-axis. For example, a double root results from 

A triple root corresponds to the case where one x value makes 
three terms in an equation equal to zero as in:three terms in an equation equal to zero, as in:

Multiple roots pose some difficulties for many of theMultiple roots pose some difficulties for many of the 
numerical methods described here.
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Multiple RootsMultiple Roots

• None of the methods deal with multiple roots 
efficiently, however, one way to deal with problems 
is as follows:

( )S t ( ) if x This function has( )Set   ( )
( )

( )

i
i

i

fu x
f x

u x

=
′

This function has 
roots at all the same 

locations as the ( )Then find 1=
( )

i
i i

i

u xx x
u x

+ −
′

original function

alternative form can be adopted to the
41

alternative form can be adopted to the 
Newton-Raphson method



• “Multiple root” corresponds to a point where a function is 
tangent to the x-axis.
Diffi l i• Difficulties
– Function does not change sign at the multiple root, 

th f t b k ti th dtherefore, cannot use bracketing methods.
– Both f(x) and f ′(x)=0, division by zero with Newton’s and 

Secant methodsSecant methods.
• However, for polynomials whose coefficients are exactly 

given as integers or rational numbers there is an efficientgiven as integers or rational numbers, there is an efficient 
method to factorize them into factors that have only simple 
roots and whose coefficients are also exactly given. This 
method, called square-free factorization, is based on the 
multiple roots of a polynomial being the roots of the greatest 

di i f th l i l d it d i ti
42

common divisor of the polynomial and its derivative.



PolynomialsPolynomials
• Polynomials are a special type of nonlinear• Polynomials are a special type of nonlinear 

algebraic equation of the general form:

• n: is the order of the polynomial, 
• ai: constant coefficients.ai: constant coefficients. 
• In many (but not all) cases, the coefficients will 

be real For such cases the roots can be realbe real. For such cases, the roots can be real 
and/or complex. In general, an nth order 

l i l ill h t
43

polynomial will have n roots.
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Problem Statement. The roots of a 3rd degree polynomial are given as 1, 
-1 and 2. Find the polynomial.

MATLAB Function: poly

Roots are entered

Answer: x3-2x2-x+2
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Other MATLAB Functions related with polynomials: 

>>conv   : Convolution and polynomial multiplication

>>polyval : Polynomial evaluation>>polyval : Polynomial evaluation

p1=x-1

p2=x+1p
p3=p1*p2=(x-1) (x+1)=x2-1

roots of p3 are -1 and 1
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